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Purpose of the STSM 

The purpose of the STSM was first and foremost to discuss issues linked to energy distribution. 

For this purpose we would like to compare this problem with the somewhat equivalent one in 

the field of wireless networks. In addition, we wanted to discuss potential collaboration via 

bilateral program in our respective countries. Finally the applicant wanted to visit the Wireless 

Network and Decision Systems (WNDS) group led the host. This is described in the following 

sections. 

 

Description of the work carried out during the STSM and the 

main results obtained 

 

It is a well-known fact that distribution energy network must be reliable to avoid failure and 

blackout. This requires a well thought topology. The choice of a network topology is mainly a 

matter of cost and availability consideration. There are several topologies that can be 

considered when we want to distribute the energy namely Tree or Ring topology. Since tree 

topology generally offers shorter paths and lower costs, while ring topology generally ensures a 

better availability, a ring–tree combination can be an efficient solution to cumulate the 

advantages of both technologies. In this STSM, we studied the following question: given an 

aggregation node (the production site or an important junction in the energy network) and n 

client sites, what is the best topology based on rings, each one of them including the 

aggregation node? This problem is similar to existing problem in Wireless Communications [1]. 

Simplified model 

In a first step, we built a simplified model, based on the following five assumptions. Though the 

last two assumptions of this model are not realistic, this simplified approach will enable us to 

draw basic conclusions regarding backhaul network topologies. 



Assumptions: 

- the network includes 𝑛 sites (in addition to the aggregation node); 

- the network topology is made of k rings; 

- for 1 ≤ 𝑖 ≤ 𝑘 ring 𝑖 includes 𝑛𝑖 sites and the aggregation node; 

𝑛1 ≥ 𝑛2 ≥ ⋯ ≥ 𝑛𝑘 ≥ 2; 

- same failure probability for all links: 𝑝; 

- failure events are uncorrelated. 

𝑛 and 𝑛𝑖 are related by the following equation: 

𝑛 = ∑ 𝑛𝑖

𝑘

𝑖=1

                                                                                   (1) 

Availability: the condition for availability is that all sites be connected to the aggregation 

node. This condition is fulfilled if there is no more than one failure in each ring. 

𝐴 = ∏((1 − 𝑝)𝑛𝑖+1 + (𝑛𝑖 + 1)𝑝(1 − 𝑝)𝑛𝑖)

𝑘
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                                                    (2) 

If 𝑝 ≪ 1, this expression can be approximated by its second-order Taylor development: 
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In conclusion, increasing the number of rings reduces the maximum path length and 

unavailability. On the other hand, it requires more stations. In any case, given the number of 

rings, it is preferable that the variance of the ring size distribution be as small as possible 

and that the largest ring be as small as possible. 

For a given number of rings 𝑘, the maximum availability is obtained when the number of 

sites are as close as possible to 
𝑛

𝑘
. Let 𝑞 and 𝑟 be the quotient and the remainder of the 

Euclidean division of 𝑛 by 𝑘: 

𝑛 = 𝑞𝑘 + 𝑟 ; 0 ≤ 𝑟 ≤ 𝑘 − 1 

Then, 𝑛1 = ⋯ = 𝑛𝑟 = 𝑞 + 1 and 𝑛𝑟+1 = ⋯ = 𝑛𝑘 = 𝑞 

Therefore, the best availability is: 
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𝑝2

2
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𝑝2
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(𝑛 + 𝑘𝑞2 + 2𝑟𝑞 + 𝑟) + 𝑜(𝑝2)                                        (4) 

𝐴𝑘,𝑝 is an increasing function of 𝑘 and a decreasing function of 𝑝.  

General model 

We now assume that links may have various failure probability. The network includes one 

aggregation node (𝑂) and 𝑛  sites 𝑀1, 𝑀2, … , 𝑀𝑛. 

Let 𝑝𝑖  be the failure probability of the link 𝑂𝑀𝑖 and 𝑝𝑖𝑗  the failure probability of the link 

𝑀𝑖𝑀𝑗. 

Assuming that each ring includes the aggregation node, a ring may be defined by an ordered 

sequence of sites. 

Let define: 

𝑉 = {𝑀1, 𝑀2, … , 𝑀𝑛} 

𝑅: the set of rings including the aggregation node and sites of 𝑉. 

For a ring 𝑟 ∈ 𝑅; 𝑟 = ( 𝑀𝑖1
, … , 𝑀𝑖𝑚

), the availability of 𝑟 is: 
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We try to maximize the following expression: 

max
𝑘

max
𝑟1∪…∪𝑟𝑘=𝐸

𝑟𝑖∩𝑟𝑗=∅

∏ 𝐴(𝑟𝑖)

𝑘

𝑖=1

 

Particular case: 
𝒏

𝟐
 rings, each one including the aggregation node and 2 sites 

Here we assume the following: 

- 𝑛 is an even number; 

- the network includes 
𝑛

2
 rings, each one including the aggregation node and two sites; 

- for 1 ≤ 𝑖 ≤ 𝑛, 𝑝𝑖  is the failure probability of the link 𝑂𝑀𝑖; 

- for 1 ≤ 𝑖, 𝑗 ≤ 𝑛, 𝑝𝑖𝑗  the failure probability of the link 𝑀𝑖𝑀𝑗.  

We can calculate the availability of the ring 𝑂𝑀𝑖𝑀𝑗. 



𝐴𝑖𝑗 = (1 − 𝑝𝑖)(1 − 𝑝𝑗)(1 − 𝑝𝑖𝑗) + 𝑝𝑖(1 − 𝑝𝑗)(1 − 𝑝𝑖𝑗) + 𝑝𝑗(1 − 𝑝𝑖)(1 − 𝑝𝑖𝑗) + 𝑝𝑖𝑗(1 − 𝑝𝑖)(1 − 𝑝𝑗) 

𝐴𝑖𝑗 = 1 − 𝑝𝑖𝑝𝑗(1 − 𝑝𝑖𝑗) − 𝑝𝑖𝑝𝑖𝑗(1 − 𝑝𝑗) − 𝑝𝑗𝑝𝑖𝑗(1 − 𝑝𝑖) − 𝑝𝑖𝑝𝑗𝑝𝑖𝑗  

𝐴𝑖𝑗 = 1 − 𝑝𝑖𝑝𝑗 − 𝑝𝑖𝑝𝑖𝑗 − 𝑝𝑗𝑝𝑖𝑗 + 2𝑝𝑖𝑝𝑗𝑝𝑖𝑗  

We try to maximize the expression: 

∏ 𝐴𝑖𝑗

(𝑂,𝑀𝑖,𝑀𝑗)∈𝑅

 

The problem can be regarded as a search of a perfect matching in a weighted graph: given 𝐺 =

(𝑉, 𝐸, 𝑐) an undirected weighted graph, the goal is to compute a perfect matching (ie a subset of 

edges E'⊆E such that each node in V has exactly one incident edge in E') for a minimum cost 𝑐(𝐸′). 

The maximum 2-ring division problem can be solved efficiently (in polynomial time) as followed: 

given a network as described earlier, an undirected weighted graph G = (V, E) should be 

constructed where 𝑉 = {𝑀1, 𝑀2, … , 𝑀𝑛} and 𝐸 = {(𝑀𝑖, 𝑀𝑗)| 𝑖, 𝑗 ∈  (𝑛
2

)} (a full graph). The weight 

function 𝑊: 𝐸 → ℝ is defined as followed: ∀ 𝑖, 𝑗 ∈  (𝑛
2

), 𝑤(𝑀𝑖, 𝑀𝑗) = log 𝐴𝑖,𝑗. Then, due to (3), 

finding a maximum 2-ring division in the original network is equivalent to finding a matching M in 

G such that for each matching M' in G, ∑ 𝑤(𝑀𝑖, 𝑀𝑗) ≥(𝑀𝑖,𝑀𝑗)∈𝑀 ∑ 𝑤(𝑀𝑖, 𝑀𝑗)(𝑀𝑖,𝑀𝑗)∈𝑀′ . 

This problem is a well-known problem called maximum weighted matching. In 1964, Jack 

Edmonds was the first to develop a polynomial time algorithm to solve this problem [2]. A strait 

forward implementation of Edmonds' algorithm will have a running time complexity of 

𝑂(|𝑉|2|𝐸|), and hence in our problem - 𝑂(|𝑉|4) (because the constructed graph is fully meshed. 

i.e. 𝐸 = 𝜃(|𝑉|2)). Over the years, several variants, implementations and improvements of 

Edmonds' idea where suggested, some of them in [3-5]. Overall, the best know algorithm for a 

full graph has a running time complexity of 𝑂(|𝑉|3) [4-5], [8].  

Now, solving the maximum 2-ring division problem is done in 2 phases: 

1. Computing log 𝐴𝑖,𝑗  for each 𝑖, 𝑗 ∈  (𝑛
2

) and constructing an undirected weighted full 

graph G, as described earlier.  

2. Solving the weighted maximum matching problem on G. 

 

The running time complexity of phase 1 is (𝑛
2

) ∗ 𝜃(1) + 𝜃(𝑛2) = 𝜃(𝑛2). The running time 

complexity of phase 2 is 𝑂(𝑛3). Therefore, the running time complexity of the proposed algorithm 

for solving the maximum 2-ring division problem is 𝑂(𝑛3). Hence, the decision problem 

corresponding to the maximum 2-ring division problem is in P.  

Conclusion: it is possible to connect an even number 𝑛 of sites with 
𝑛

2
 rings, each of one 

including 2 sites and the aggregation node. The running time is 𝑂(𝑛3). 
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Future collaboration with the host institution 

 

The next step would be to discuss the more general case where General case: n/k rings, each one 

including the aggregation node and k sites; k≥3 which will require to investigate the correlation 

between the general maximum k-ring division problem and a NP-Complete problem. 

In addition we are considering to apply for a bilateral research grant between our both countries 

soon. 

 

Confirmation by the host of the successful execution of the STSM 

 

Attached letter. 


